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ABSTRACT
Quorums are a fundamental building block for solving var-
ious fundamental problems such as consensus, distributed
dictionaries, distributed storage, among others. In partic-
ular, probabilistic quorums have shown to be scalable, ef-
ficient, and suitable for dynamic environments [12]. Unfor-
tunately, most existent analytic results for accessing proba-
bilistic quorums are tailored to static networks [8]. However,
we believe that the correct functioning of such systems must
be assured in a much wider range of scenarios.

In this paper, we discuss the random walk based scheme for
accessing probabilistic quorums in dynamic networks where
an oblivious adversary changes the communication links ar-
bitrarily in each round. We show that O(n3 logn) commu-
nication steps are needed to access a probabilistic quorum
under these conditions.
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1. INTRODUCTION
Quorums are a basic construction mechanism in many dis-
tributed systems. They can be used as building blocks in
solving various fundamental problems such as consensus [9],
distributed dictionaries and location services [7], distributed
storage [4], etc.

In many application areas, the networks in which these prob-
lems need to be solved are inherently dynamic, such as peer-
to-peer overlays or mobile ad hoc networks. These networks
are typically large and completely decentralized. As a re-
sult, each node can have an accurate view only of its local
vicinity. Furthermore, the communication links may change
unpredictably.

Given that deterministic algorithms may be very costly to
implement in such dynamic environments, research has also
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addressed randomized approaches that give probabilistic guar-
antees. Probabilistic quorum system is not fixed a-priori,
but is rather picked in a probabilistic manner for each in-
teraction. By weakening the intersection guarantee to being
probabilistic, these quorum systems are shown to be more
scalable and efficient [12] and, therefore, more appropriate
for dynamic environments.

Unfortunately, most existing probabilistic quorum systems
are only guaranteed to work in static topologies. The pro-
tocols are usually formally analyzed in static graph mod-
els (e.g., random geometric graphs for wireless networks,
random graphs for unstructured overlays, etc.). On the
other hand, the simulations usually consider limited topol-
ogy changes. For instance, Random Waypoint and Manhat-
tan mobility models are commonly used to simulate wireless
networks. These models are generally unable to generate
worst-case network behavior. However, we believe that the
correctness of the fundamental network protocols must be
guaranteed for any possible scenario.

The problem of fault tolerance with regard to node failures
has been widely studied and the bounds on the number of
possible node failures tolerated by probabilistic quorum sys-
tems are well known [12]. However, if the nodes are not able
to access the quorums correctly due to topology changes,
the quorum systems can become unavailable even if no node
crashes occur.

This paper addresses the need for providing results for net-
works with high and unpredictable dynamism. We model
the network as a set of nodes that operate in synchronous
rounds and the communication links change arbitrarily in
each round according to the strategy chosen by an oblivious
adversary. Therefore, in these conditions we cannot rely on
routing.

In [8], it was shown that random walk is an efficient scheme
to access probabilistic quorums for static networks. The
random walk makes a necessary number of steps to reach
a uniform distribution (i.e., there is an equal probability of
being at any particular vertex), and then returns a sample
to a client wishing to access a quorum. Furthermore, ran-
dom walks do not rely on underlying routing protocols and
therefore are suitable for our model.

Recent works have shown that asymptotic results for stat-
ics graph models differ significantly from those for dynamic



graphs [5, 10]. For instance, it is well known that in undi-
rected graphs the worst-case cover time of a simple random
walk is O(n3)[3], where n is the size of the network. On
the other hand, [5] has shown that simple random walks
on undirected dynamic graphs may have exponential cover
times. Therefore, the existing results for sampling in static
networks do not apply to dynamic scenarios. In [5], it was
shown that the cover time of maximum-degree random walk
on (non-bipartite) dynamic graph is O(d2maxn

3 logn), where
dmax is the maximum degree of the graph.

In this paper we study the communication complexity of
accessing a probabilistic quorum by random walks in a dy-
namic graph with oblivious adversary. In order to guar-
antee uniform sampling, the random walk must converge
to the uniform distribution before picking a sample. We
use a random walk strategy proposed in [6] and show its
convergence to the uniform stationary distribution even in
such a dynamic setting. The time the random walk takes
to converge to the stationary distribution is called mixing
time. We show that in the present model O(dmaxn

2 logn)
communication steps are needed to access a probabilistic
quorum. It is known that the worst-case mixing time for a
simple walk on a static graph is O(n3). We show that by
increasing to O(dmaxn

2 logn) the time the random walk is
required to run before picking a sample, the availability of
the quorum system is guaranteed in a much wider range of
scenarios covered by a dynamic graph model.

The rest of the paper is organized as follows. Section 2 in-
troduces some basic concepts and describes the model we
use for our results. In Section 3 we make a brief overview of
the related work. Section 4 discusses the problem of access-
ing probabilistic quorums by a random walk over dynamic
graphs and establishes an upper bound on access time. Fi-
nally, Section 5 presents the conclusions and outlines the
directions for future work.

2. MODEL
Probabilistic Quorum System
Let Q be a set system defined on all nodes in the network,
i.e., Q ∈ Q is a subset of all the nodes in the system.

Let ω be an access strategy for Q. An access strategy defines
the rule used to pick a set Q from Q.

Finally, let 0 < ε < 1 be given. The tuple 〈Q, ω〉 is an ε-
intersecting quorum system if P (Q∩Q′ = ∅) = 1− ε, where
the probability is taken with respect to the strategy ω.

Communication Model
We model a network as a fixed set of nodes that operate
in synchronous rounds. The edges represent bidirectional
communication links from one node to another. Let V =
{v1, v2, · · · , vn} be a set of vertices. We assume that the
nodes only know their neighbors and have an estimate of a
network size. This estimate can be computed in distributed
manner without relying on routing [10].

G = G1, G2, · · · denote a sequence of undirected graphs
where Gt is a static undirected graph on V in round t. Fur-
ther, we consider oblivious adversary that can make arbi-
trary changes in every round as long as the graph remains

connected in each round. We say G is connected if each Gt is
connected. This model captures the dynamic nature of con-
nected wireless and overlay networks. It can be also used to
model static networks where packet losses may occur.

3. RELATED WORK
The use of probabilistic quorums for implementing fault-
tolerant distributed systems has been discussed in [12]. Sub-
sequently, a variety of probabilistic quorum system imple-
mentations has been proposed for different environments,
such as ad-hoc networks [11, 1], peer-to-peer overlays [13].

The main schemes of accessing probabilistic quorums are
through direct sampling, view-based or by flooding [8].

In [6], the authors propose a maximum-degree random walk
as a method of constructing uniform partial views. Peri-
odically, nodes send maximum-degree random walks with
TTL equal to network mixing time (the authors use TTL
of O(n)). However, the given analytic results are only valid
for static graphs. If we assume the existence of topology
changes, the TTL of O(n) is not sufficient to provide uni-
form network samples.

PAN [11] is a well known probabilistic quorum system de-
signed for ad hoc networks. PAN uses access strategies
based on a membership service and assumes the availability
of an underlying routing protocol. However, in our model,
since communication links change unpredictably, no routing
is available.

In [1], the authors assume that the underlying communi-
cation graph is complete and construct an incident overlay
routing graph. This approach serves as a dynamic member-
ship management scheme. The routing graph is constructed
based on node identifiers. This approach is not comparable
to ours since in our model the network is multihop; there-
fore, nodes cannot create links to arbitrarily chosen nodes
but only to their neighbors (the set of available communica-
tion links is defined by the oblivious adversary).

In [8], the authors studied combinations of the above access
schemes for probabilistic quorums. The network topology
is modeled by a random geometric graph. Again, the given
asymptotic results on communication complexity only apply
to static topologies. The authors also complete their results
with extensive simulations by using Random Waypoint mo-
bility model. However, in our work we require correctness
in the presence of unpredictable topology changes.

4. QUORUM CONSTRUCTION
We use the original quorum construction strategy presented
in [12]. Given a universe of n servers, the quorums are all
sets of size |Q| = l

√
n. The constant l is chosen to make ε

sufficiently small.

The access strategy ω is defined as follows. Q is selected with
uniform probability. As was shown in [12], the probability
that some element appears in two randomly chosen quorums

is least 1− e−l2 .

4.1 Direct Sampling



As discussed above, in a dynamic graph with an oblivious
adversary no routing is available as the graph changes arbi-
trarily within each round. For that reason only the mecha-
nisms that do not rely on routing can be used in this model.

We define the quorum access strategy ω as follows. To
choose a Q uniformly at random we use direct sampling
approach. When the node wishes to access a quorum, it
chooses |Q| nodes uniformly at random from the set of all
nodes V . Each node q ∈ Q is sampled by using a different
random walk, as described below. Therefore, to access a
quorum, a node initiates at least |Q| random walks.

To provide the uniform sampling we use the following ran-
dom walk strategy, similar to [6]. Let dmax be the maximum
degree of graph Gt. We define a maximum-degree self-biased
random walk as a random walk with an added self-loop
where the weight of the self-loop is k = 1 − d

dmax
, where

d is node degree, and the transition probability of 1
dmax

is
assigned to each outgoing edge. If dmax is not known, we
can take dmax = n.

Adding self-loops to a random walk can be seen as augment-
ing the graph with a self-loop edge at each vertex. In this
way, we assure that the resulting graph in each round is
non-bipartite. Furthermore, the maximum-degree strategy
is used to provide a uniform probability distribution over
the network nodes.

As mentioned above, the sampling must be done to guar-
antee the uniform probability distribution over the nodes.
Every uniform sample is obtained by a single random walk
whose length equals the network mixing time, i.e. the num-
ber of steps the random walk takes to reach the uniform
distribution. However, different random walk can pick the
same node as a sample. One way to solve this problem is
by starting more random walks; it was shown in [12], O(n)
random walks are sufficient to get |Q| uniform sample w.h.p.
Alternatively, the random walk arriving at an already sam-
pled node can restart the sampling process.

4.2 Access Times
In the following, we give the asymptotic results on access
times of probabilistic quorum through direct sampling. We
first calculate the estimated time the random walk takes to
reach a uniform distribution. After reaching the uniform
distribution, the random walk picks a sample and continues
execution until reaching the source node.

Let, in each round t, AGt be transition probability matrix of
a random walk on Gt and Pt = (p1, p2, · · · , pn) be a prob-
ability distribution on vertices. The transition at each step
can be expressed in the following way.

Pt+1 = PtAGt =
(
p1, · · · , pn

)a1,1 · · · a1,n
...

. . .
...

an,1 · · · an,n


(1)

From (1), it is easy to see that a random walk on a dynamic
graph can be seen as a stochastic process that holds Markov
property, i.e., each transition of the random walk only de-
pends on its current position and the transition probabilities
at a given step.

In the proof of our results, we use the spectral theory tech-
niques (similar to [5]). An important observation is that due
to the maximum-degree self-biased strategy, the transition
probability matrices AGt in each round are symmetric and
doubly stochastic (every row sums to one and every column
sums to one). Therefore, each AGt will have a left eigenvec-
tor I

n
= ( 1

n
, 1
n
, · · · ) corresponding to an eigenvalue λ = 1 and

all the remainder eigenvalues are real. As a result, π = I
n

is
a stationary distribution of the given random walk.

In the proof of our result, we will use the following lemmas.
Lemma 4.1 bounds the absolute values of eigenvalues of AGt .
Lemma 4.2 bounds the convergence rate of the probability
distribution to the uniform distribution.

Lemma 4.1. Let AGt be the transition probability matrix
of the maximum-degree self-biased random walk on an undi-
rected graph with n vertices. If |λ1| ≥ · · · ≥ |λn| are the left
eigenvalues of AGt , then

λ1 = 1 and |λi| ≤
(

1− 1
n2dmax

)
, for i ≥ 2

Proof. Let λ∗ denote the spectral gap (i.e. the difference
between the largest and the second largest eigenvalues in
absolute value) of AGt . As shown in [14],

λ∗ ≥ 1
n2dmax

Let α1, · · · , αn be left eigenvectors with corresponding eigen-
values |λ1| > · · · > |λn| of AGt . As AGt is a doubly stochas-
tic matrix, and α1 = I

n
=
(
1
n
, · · · , 1

n

)
corresponding to the

eigenvalue λ1 = 1. Moreover, as the random walk is self-
biased, AGt is aperiodic. Therefore, we have

λ1 > |λi|, for i ≥ 2

Thus,

λ∗ = 1− |λi| ≥ 1
n2dmax

, for i ≥ 2

Lemma 4.2. Let Gt be a connected graph on V and Pt =
(p1, · · · , pn) be a probability distribution on its vertices in
round t, for t ≥ 1. Let AGt be a transition probability matrix
of a maximum-degree self-biased random walk on Gt. Then:

∥∥∥Pt+1 − I
n

∥∥∥2
2
≤
(

1− 1
n2dmax

)t



Proof. Let A = {α1, · · · , αn} be an orthonormal set
of left eigenvectors of AGt with corresponding eigenvalues
λ1, · · · , λn ∈ R ordered by their absolute values so that
|λ1| ≥ · · · ≥ |λn|. As AGt is a doubly stochastic matrix,

∥∥∥Pt+1 − I
n

∥∥∥2
2

=
∥∥∥PtAGt − I

n

∥∥∥2
2

=
∥∥∥PtAGt − I

n
AGt

∥∥∥2
2

=
∥∥∥ (Pt − I

n

)
AGt

∥∥∥2
2

(2)

Since A = {α1, · · · , αn} is an orthonormal system in Rn

and
(
Pt − I

n

)
is orthogonal to α1 = I√

n
, there exists some

B = {β1, · · · , βn} ∈ Rn such that

Pt − I
n

=
∑n

i=2 βiαi

(3)

By standard calculation we have,

∥∥∥Pt − I
n

∥∥∥2
2

= 〈Pt − I
n
, Pt − I

n
〉

= 〈
∑n

i=2 βiαi,
∑n

i=2 βiαi〉

=
∑n

i=2 |βi|
2

(4)

On the other hand,

∥∥∥ (Pt − I
n

)
AGt

∥∥∥2
2

=
∥∥∥∑n

i=2 βiαiAGt

∥∥∥2
2

=
∥∥∥∑n

i=2 λiβiαi

∥∥∥2
2

≤
∑n

i=2 |λi|2|βi|2

(5)

The last inequality follows from Cauchy-Schwartz bound.

By Lemma 4.1,

|λi|2 ≤ |λi| ≤
(

1− 1
n2dmax

)
, for i ≥ 2

Thus,

∥∥∥ (Pt − I
n

)
AGt

∥∥∥2
2
≤
(

1− 1
n2dmax

)∑n
i=2 |βi|

2

(6)

From (2) , (4) and (6) we have,

∥∥∥Pt+1 − I
n

∥∥∥2
2

=
∥∥∥ (Pt − I

n

)
AGt

∥∥∥2
2

≤
(

1− 1
n2dmax

)∥∥∥Pt − I
n

∥∥∥2
2

≤
(

1− 1
n2dmax

)t ∥∥∥P1 − I
n

∥∥∥2
2

(7)

The following theorem gives an upper bound on mixing time
of a random walk on G. In our proof we use the definition
of a mixing time given in [2]:

tmix(vi) = min{t :
∥∥∥Pt − π

∥∥∥
TV

< 1
4
}

Theorem 4.3. Let G = G1, G2, · · · be a connected undi-
rected dynamic graph with maximum degree dmax.

If tmix(vi) = min{t :
∥∥∥Pt − π

∥∥∥
TV

< 1
4
} then

tmix(vi) = O(dmaxn
2 lnn)

Proof. π = I
n

is a uniform stationary distribution for a
maximum-degree self-biased random walk on G.

By Lemma 4.2,

∥∥∥Pt+1 − I
n

∥∥∥2
2
≤
(

1− 1
dmaxn2

)t

(8)

Hence, for t′ = 2dmaxn
2 ln 2n+ 1 we have

∥∥∥Pt′ − I
n

∥∥∥2
2
≤
(

1− 1
dmaxn2

)2dmaxn2 ln 2n

< 1
4n2

(9)



Let Pt′ − I
n

= (p1, · · · , pn).

From (9), |pi| ≤ 1
2n
, ∀1≤i≤n. Thus,

∥∥∥Pt′ − I
n

∥∥∥
TV

= 1
2

∑n
i=1 |pi|

< 1
4

(10)

Therefore,

tmix(vi) ≤ dmaxn
2 ln 2n+ 1

The following theorem establishes an upper bound on a hit-
ting time of any vertex of G by the maximum-degree self-
biased random walk starting from a uniform distribution.

Theorem 4.4. Let Y1, Y2, · · · be a random walk on a con-
nected undirected dynamic graph G = G1, G2, · · · and π = I

n
initial distribution on V .

Let thitπ (vi) = min{t : vi ∈ {Y1, Y2, · · · , Yt}}, then

E [thitπ (vi)] ≤ O(n2 lnn)

Proof. Y1, Y2, Y3, · · · is a stochastic process, with possi-
ble states V = {v1, · · · , vn}, holding the Markov property.

By Law of total probability,

P (Yt+1 = vi) =
∑n

j=1 P (Yt+1 = vi|Yt = vj)P (Yt = vj)

(11)

π is a stationary distribution of the given random walk. As
in each round t, P (Yt = vj) = 1

n
,∀vj ∈ V and vi has at least

one neighbor vj , the probability of arriving at vi in step t+1
is given as following

P (Yt+1 = vi|Yt = vj)P (Yt = vj) ≥ 1
n2 ,∀t > 0

(12)

Therefore,

P (vi /∈ {Y1, · · · , Yn2 lnn}) ≤
(
1− 1

n2

)n2 lnn

< 1
n

(13)

Therefore,

E [thitπ (vi)] = O(n2 lnn)

The following theorem gives an upper bound on the time a
random walk takes to get a random sample and return to a
starting node.

Theorem 4.5. Let G = G1, G2, · · · be a connected undi-
rected dynamic graph with maximum degree dmax.

Let Yt = Y1, Y2, · · · be a maximum-degree self-biased random
walk on G. The time Yt takes, starting at any vertex vi ∈ V
to reach a uniform distribution and return to a starting node
is O

(
dmaxn

2 lnn
)
.

Proof. Let taccess(vi) be the time the maximum-degree
self-biased random walk starting at any vertex vi ∈ V , takes
to reach a uniform distribution and return to a starting node

taccess(vi) = min{t > tmix : Yt = vi}

taccess(vi) is a stopping time and

taccess(vi) = tmix(vi) + thitπ (vi)

From Theorem 4.3 and 4.4 we have the following,

E [taccess(vi)] = tmix(vi) + E [thitπ (vi)]

= O
(
dmaxn

2 lnn+ n2 lnn
)

(14)

From Theorem 4.5, we conclude that the random walk must
be initiated with TTL = O

(
dmaxn

2 lnn
)

to pick a uniform
sample. As O(n) random walks are needed to get |Q| sam-
ples, the total message cost of accessing the quorum by a
random walk strategy is O(dmaxn

3 lnn). However, it is im-
portant to observe that in a maximum-degree self-biased
random walk a considerable probability weight is assigned to
a self-loop; therefore, in practice, many transitions will not
generate messages. As for memory usage, a node wishing to
access a quorum only needs to store O(|Q|) node identifiers.



4.3 Other access schemes
In the following, we make a brief discussion on other al-
ternative schemes of getting a uniform network sample of
size |Q| in a dynamic network where no routing is available.
However, we defer for the future work a thorough analysis
of all the possible techniques of accessing random quorums
in dynamic graphs with an oblivious adversary.

View-based
The nodes can also construct random views. However, as no
routing is available, each node in a view must be accessed
either through network-wide flooding or by a random walk;
therefore intuitively there is no advantage in constructing
views if no routing is available.

Flooding
A network-wide flooding can be used to get the ids of all
nodes in the network and choose a quorum uniformly at
random. However, flooding itself can be seen as an al-
ternative to quorum systems. The cost of flooding in dy-
namic networks is O(n) in terms of communication steps
and O(dmaxn

2) as for the number of messages, i.e. every
node after receiving a flooded message must retransmit it
for O(n) consecutive rounds in order to assure that all the
nodes receive the message [10]. As a result, the total cost
of receiving all the ids is O(2n) communication steps and
O(dmaxn

3) messages. Additionally, the nodes must have
the capacity to store O(n) node identifiers.

5. CONCLUSIONS
In this paper we have addressed the problem of implement-
ing access strategies for probabilistic quorums over dynamic
graphs where the oblivious adversary may change the com-
munication links arbitrarily in each round. Due to the ab-
sence of efficient routing over dynamic networks with arbi-
trary changes in every time step, the two most straightfor-
ward approaches are flooding and random walk. We stud-
ied the complexity of a self-biased maximum-degree random
walk pick a uniform sample. We showed that in O

(
n3 logn

)
communication steps a random walk gets a uniform sample
and returns to a source node. We also showed that, in dy-
namic networks, the random walk is asymptotically compa-
rable to flooding (an analogous phenomenon is observed in
the static case).

As a future work we would like to make an in depth analy-
sis of other access strategies of random quorums in dynamic
graphs. Other interesting research directions are studying
the complexity of solving consensus and mutual exclusion
in dynamic graphs with communication links changing arbi-
trarily in each communication step.
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